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What is meta-learning?



Problem of supervised-learning

• It often requires large
& diverse data to train 
a good model. 

• The human, on the 
other hand, can learn 
new concept or skills 
more efficiently.
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Source: Finn & Levine, Meta-learning tutorial 

https://sites.google.com/view/icml19metalearning


Meta-learning
• Supervised learning

• Incorporate additional data (to reduce Q)

• Meta learning
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:Additional datasets (From meta tasks)

:One meta dataset

:Observed dataset (Contains Q samples)

:Model parameters

:Meta-learning parameters



Meta-learning
• Supervised learning

• Incorporate additional data (to reduce Q)
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:Additional datasets (From meta tasks)

:One meta dataset

:Observed dataset (Contains Q samples)

:Model parameters

:Meta-learning parameters

Meta-learning task



Brain cell classification example

• Real task

• Meta tasks
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Model-agnostic meta-learning (MAML)
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• Fine-tuning/learning/adaptation
Update model parameters

• Meta-learning
Update meta-parameters

Source: Finn & Levine, Meta-learning tutorial 

https://sites.google.com/view/icml19metalearning
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tAsk-auGmented actIve meta-LEarning (AGILE)



Problem of MAML

• It requires a lot of meta-task to train the meta-parameters
• There is no uncertainty for the classification results
• It doesn’t use the most important samples for adaptation
• It is not dynamic enough
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Task augmentations
• Not enough meta-tasks → meta-overfitting
• Task augmentations:

1. Flipping the label 

2. Shuffling the order of input
channels 

3. Rotating the images 
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where

(a) (b)
Pre-training
Adaptation
Random Init
Meta task
Real task
Augmented
Meta task

Comparison of (a) transfer learning and (b) task-augmented meta-learning.

where



Active-learning in real-task

• Active-learning:
Use the most valuable samples for adaptation

• Valuable:
High uncertainty obtained from Monte-Carlo
Dropout

• Dynamic:
Random number of training samples for each
task during meta-training
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or

Randomly dropout neurons at different iterations equivalent to sampling
from a distribution.

Source: Nguyen et al, Bayesian deep learning tutorial 

https://www.hvnguyen.com/bayesiandeeplearning
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Experiments and results



Datasets
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Experiments and results
• Settings:

• Five cell types:
• 3 meta-tasks: neurons , oligodendrocytes, microglia
• 2 real-tasks: astrocytes and endothelial cells 
or
• 3 meta-tasks: neurons , astrocytes, endothelial cells
• 2 real-tasks: oligodendrocytes and microglia

• Seven biomarkers:
DAPI, Histones, NeuN, S100, Olig 2, Iba1 and RECA1 

• Network: CNN
• Baselines:

• lower bound (supervised training with a small dataset)
• upper bound (fully supervised training)
• a pretrained model (transfer learning)
• a state-of-the-art method (MAML)
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Experiments and results
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Task split1

Task split2

• Few shot classification 
results:



Experiments and results
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• Fast adapting ability:
(a) AGILE method learns faster
compared with other baselines.

Fewer updates

• Adapt with few samples:
(b) AGILE method can get a much
better performance with smaller
training size.

Fewer samples

Few is enough

Task split1
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• Fast adapting ability:
(a) AGILE method learns faster
compared with other baselines.

Fewer updates

• Adapt with few samples:
(b) AGILE method can get a much
better performance with smaller
training size.

Fewer samples

Few is enough

Task split2
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